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Abstract: In face recognition, searching a person’s face in the whole picture is generally too time-consuming to ensure high 
detection accuracy. Objects similar to the human face or multi-view faces in low-resolution images may result in the failure 
of face recognition. To alleviate the above problems, a real-time face recognition method based on pre-identification and 
multi-scale classification is proposed in this paper. The face area is segmented based on the proportion of human faces in 
the pedestrian area to reduce the search range, and faces can be robustly detected in complicated scenarios such as heads 
moving frequently or with large angles.  To accurately recognize small-scale faces, we propose the Multi-scale and Multi-
channel Shallow Convolution network (MMSCN) which combines a multi-scale mechanism on the feature map with a multi-
channel convolution network for real-time face recognition. It performs face matching only in the pre-identified face areas 
instead of the whole image, therefore it is more efficient. Experimental results showed that the proposed real-time face 
recognition method detects and recognizes faces correctly, and outperforms the existing methods in terms of effectiveness 
and efficiency.  
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1. Introduction 

With the goal of matching the capabilities of human 

vision [1], visual domain adaptation and generalization on 

static images or video frames have received significant 

attention in recent years. In particular, surveillance systems 

rely more and more on multi-view learning in the case that 

the source domain is different from the target domain in 

visual recognition [2]. Nevertheless, this task is relatively 

difficult and it requires real time and reliability. 

Traditional face recognition methods recognize faces 

by detecting human faces, tracking the faces, capturing a 

frame of image, and then extracting features and matching 

faces in static images. For instance, Hamedani et al. [3] 

proposed a video-based face recognition method that first 

detected and tracked faces in videos, and then captured 

video frames of a subject rotating his/her head. The 

manifolds of video frames embedded in a high-dimensional 

video space were extracted using neural network-based 

models. After that, the images containing rotating heads 

were composited using nonlinear manifold learning and 

finally matched with the synthetic picture. On the other hand, 

some researches which integrate spatial and temporal 

probability models have been on the rise in recent years [4]. 

Tracking and identification in traditional face recognition 

algorithms are implemented separately, while in the spatial 

and temporal based method, they are performed at the same 

time, which is more real-time but a large amount of time 

information is needed both in the tracking and identification 

phases. In general, there are two main stages in the existing 

face recognition methods: i) detect human faces; ii) identify 

the detected faces. To detect human faces, it is necessary to 

search for the face in the whole image, and it may be 

misjudged when other objects are similar to the face.  

Furthermore, to ensure high detection accuracy, further 

filtering of the detected area is needed, which is time-

consuming. 

For reliability, some researchers focus on improving 

face detection methods, such as extracting hybrid features 

and improving classifiers [5]. However, when pedestrians 

are far away from the cameras, the target domain mainly 

consists of low-resolution images, while the source domain 

mainly contains high-resolution images. Moreover, the head 

moves more frequently than the body and recognizing multi-

view faces becomes difficult when pedestrians look down, 

look up or look back. Other approaches improve face 

matching methods by using multi-scale properties of the 

facial features and multi-modal information [6], but require 

high-computational costs. In general, the existing methods 

still encounter the problem in low-resolution face 

recognition. 

Overall, there are mainly two difficulties in real-time 

face recognition. One is that it is time-consuming to ensure 

high detection accuracy; the other is the difficulty to 

recognize faces in low-resolution images. In view of the first 

difficulty, we propose a pre-identification scheme, which 

combines pedestrian detection with face detection. To deal 

with the second difficulty, we propose a new deep learning 

network, the Multi-scale and Multi-channel Shallow 

Convolution network (MMSCN), for real-time face 

recognition. The MMSCN combines face pre-identification 

with multi-scale feature maps and multi-channel shallow 

convolution network, which not only improves the detection 

process of the traditional face recognition algorithms but 

also optimizes the recognition algorithms. 

Firstly, in order to better capture small-scale target 

domain pictures, we combine pedestrian detection with face 

detection, and track pedestrians as the person pre-

identification problem. The reason is that the basic principle 
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of machine learning for detecting an object is to traverse the 

whole picture with a search box to find the most similar 

regions to the object. Large objects are more likely to be 

searched because there are less interfering pixels in the 

image [3]. Therefore, instead of searching faces directly, we 

obtain the area of the moving pedestrian by ACF features 

and SVM classifier, and then estimate the face area based on 

the proportion of human faces in the pedestrian area to 

reduce the search range of the detector. Afterwards, we 

estimate the face area according to the center of each 

pedestrian area. With the moving of pedestrians, a human 

face region selector is used to correct candidate face regions. 

This process is regarded as person pre-identification. 

Secondly, aimed at improving the face recognition 

performance on relatively small face images, the feature 

maps are down-sampled and central-clipped, respectively. 

Then, these two kinds of processed feature maps are trained 

separately by two network branches, and the features 

extracted from these two network branches are finally 

connected and used for classification. 

The structure of this paper is as follows. Section 2 

introduces the related works. In Section 3, we propose a 

novel face recognition method. Section 4 shows the 

experimental results and numerical simulations. Finally, 

conclusions and future work are given in Section 5. 

2. Related Works  

Originally, video-based face recognition algorithms 

identify human faces by the following steps: i) face 

detection; ii) face tracking; iii) feature extraction; and iv) 

face matching. Ren et al. [4] proposed a framework for 

dynamic scheduling for energy minimization (DSE) that 

leverages this emerging hardware heterogeneity. For 

instance, Schroff et al. [6] presented a system, called 

FaceNet, which directly learns a mapping from face images 

to a compact Euclidean space where distance directly 

corresponds to a measure of face similarity. To assess the 

performance of DSE, the authors built a face detection 

application based on the Viola-Jones classifier chain and 

conducted experimental studies via heterogeneous processor 

system emulation. On the other hand, several methods based 

on the integration of spatial and temporal probability models 

have been on the rise in recent years. For instance, Retter et 

al. [7] presented the human observers with natural images of 

objects at a fast periodic rate of 12.5 Hz, i.e., every 80 ms, 

uncovering that the neural spatio-temporal dynamics of 

category-selectivity in a rapid stream of natural images went 

well beyond previous evidence obtained from spatially and 

temporally isolated stimuli. Demirkus et al. [8] developed a 

fully automatic hierarchical and probabilistic framework 

that models the collective set of frame class distributions 

and spatial feature information over a video sequence. It is 

flexible enough to be applied to any facial classification 

tasks. Tracking and identification in the former method are 

performed separately, while in the latter they are performed 

at meanwhile. Therefore, the latter method is more efficient 

but a large amount of time information is needed both in the 

tracking and identification phases. Overall, the research of 

face recognition so far mainly focuses on the optimization of 

face recognition algorithms on static images, and the 

optimization of the spatial and temporal probability models 

of video-based face recognition. 

Face recognition generally includes image capture, 

face detection, face pre-processing, feature extraction, and 

face classification. Luo et al. [5] proposed an adaptive skin 

detection method using face location and facial structure 

estimation. The face location algorithm was developed to 

improve the reliability of face detection and extracted a face 

region with a high proportion of skin. Common face 

recognition methods only use face detection to locate the 

position of the face to search human faces. When 

pedestrians are far from the cameras or in a complex 

background, it is difficult to track moving faces from video 

image frames. Several important enhancements made upon 

the original framework related to the pre-processing, feature 

calculation and training setup were described in [9].  On the 

other hand, pedestrian detection is widely used [10]. A 

pedestrian detection framework aided by information fusion 

between binocular visions was proposed in [11], which has 

the potential of aggregating information from multiple 

images to improve the detection on a single image. This 

work describes several important enhancements made in the 

original framework related to the pre-processing steps, 

feature calculation and training setup. Overall, advanced 

researches concerning face recognition are mostly based on 

machine learning, which finds the objects by traversing the 

whole image with a search box. Thus, large objects are more 

likely to be searched because there are less interfering pixels 

in the image [3].   

Recently, deep learning-based algorithms have been 

widely applied in computer vision research area [3]. Wang 

et al. [12] proposed a joint method of priori convolutional 

neural networks at the superpixel level (called as “priori s-

CNNs”) and soft restricted context transfer. It is worth 

noting that a priori s-CNNs model that learns priori location 

information at the superpixel level was proposed to describe 

various objects discriminatingly. A network trained end to 

end for better optimization which can be used for 

crowdedness regression tasks including congestion-level 

detection and crowd counting was proposed in [13]. Wang 

et al. [14] proposed a siamesed fully convolutional network 

(named as “s-FCN-loc”) based on the VGG-net architecture, 

which is able to consider the RGB-channel, semantic 

contour and location prior simultaneously to segment the 

road region elaborately. Although the deep learning methods 

mentioned above have achieved great success in those 

computer vision tasks, the network structures are complex to 

a certain extent, and not all deep learning networks are 

suitable for face recognition problems. It is worth thinking 

how to make the network structure simpler.  

In order to improve the face recognition rate, multi-

view face detection [13] has been widely proposed in face 

recognition. In the video-based face recognition process, 

with the uncertainty of pedestrian movement in the target 

area, the face is likely to appear with different sizes, so it is 

necessary to normalize the size of face images. But if the 

size of the captured human face from a video is relatively 

small, the obtained face image needs to be enlarged, which 

reduces image resolution. To solve this problem, a bottom-

up saliency detection method that unites the syncretic merits 

of sparse representation and multi-hierarchical layers was 

proposed. In contrast to most pre-existing sparse-based 

approaches that only highlight the boundaries of a target, the 

method highlights the entire object even if it is large [15]. 

He et al. [16] equipped the networks with spatial pyramid 
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pooling. The network structure, called SPP-net, can generate 

a fixed-length representation regardless of image size/scale. 

Pyramid pooling is also robust to object deformations. 

Although the recognition performance is improved, the 

detection algorithm in the above methods remains the same. 

Searching a person’s face in the whole picture is time-

consuming which requires complex calculation and could 

bring in the delay of the algorithm. In contrast, a 

computationally efficient face recognition method based on 

multi-scale images could be a good substitute. Overall, it is 

not easy to recognize low-resolution faces for the existing 

face recognition methods. 

To this end, this paper aims to alleviate the issues 

discussed above, which are low face detection and 

recognition rate, and high time consumption. The 

contributions of this paper are as follows:  

1) We perform face detection based on pre-

identification, in which the face area is captured based on 

the proportion of human faces in the pedestrian area. It 

could reduce the search range, and the faces can be robustly 

detected in complicated scenarios such as heads moving 

frequently or with large angles.  

2) We propose a novel deep learning network 

MMSCN to recognize faces in multiple views by combining 

multi-scale feature maps with a multi-channel shallow 

convolution network. 

 

3. Proposed Method  

The key steps of the real-time video-based face 

recognition are as follows: 1) face detection: detect and 

mark the faces in video frames; 2) face tracking: regard the 

coordinates of detected human faces as the initial state of the 

tracking target, and then track the faces; 3) feature 

extraction: extract the face features such as principal 

components from the entire face; 4) feature dimension 

reduction: reduce the extracted high-dimensional features to 

low-dimensional ones; 5) face recognition: perform face 

classification based on face features.  

On the basis of the above contents, we propose a 

real-time face recognition method based on pre-

identification detection and multi-scale classification. 

 

3.1. Proposed Pre-identification detection 
 
3.1.1. Overall process: The flowchart of the whole 

algorithm is depicted in Fig. 1. Firstly, the ACF features are 

extracted and classified by SVM. Secondly, NMS is used to 

improve the algorithm by getting multiple overlapped 

borders (bounding box) and reducing them to only one 

border. Thirdly, the face area is estimated based on the 

proportion of the pedestrian area to reduce the search range, 

which is regarded as pre-identification.  

 

 
 
Fig. 1.  Detection based on pre-identification. 

 
3.1.2. Principle of pre-identification detection: 
According to previous sections, general face recognition 

methods search human faces throughout the whole image. 

When pedestrians are far from the cameras or in a complex 

background, it is hard to track moving faces from video 

sequences. In the real-time application scenarios, the prior 

information of the scene can be used to determine the 

potential area of the face, which reduces the search range of 

the detector. Considering this, we obtain the moving 

pedestrian area by a pedestrian detection algorithm and 

estimate the face area based on the proportion of the 
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pedestrian area to reduce the search range, which is referred 

as pre-identification. 

  Pedestrian detection involves the method based on 

background modelling and the method based on classifiers. 

Background modelling can be divided into background 

subtraction and frame differencing. Background subtraction 

detects moving objects by comparing the current frame with 

the background reference model through the determination 

of the change of gray level [17-19], or use the histogram and 

other statistical information to segment the moving object 

[20-22]. It is one of the most commonly-used methods of 

moving-object detection in video sequences. Frame 

differencing [23, 24] is a method to obtain the target contour 

through differential operation of adjacent video frames.  For 

fast-moving objects, smaller intervals need to be selected; 

otherwise the objects in two adjacent frames without overlap 

will be detected as two separate objects. For slow-moving 

objects, the larger time difference should be chosen; 

otherwise the objects in two adjacent frames that completely 

overlap will not be detected. 

 The pedestrian detection methods based on 

classifiers are divided into AdaBoost, SVM and deep 

learning methods. For instances, the cascade implementation 

of the additive KSVM (AKSVM) was proposed in [25]. 

AKSVM avoids kernel expansion by using lookup tables, 

and it is implemented in a cascade form, thereby speeding 

up pedestrian detection. The cascade implementation is 

trained by a genetic algorithm such that the computation 

time is minimized, whereas the detection accuracy is 

maximized. Wu et al. [26] proposed a semi-supervised 

approach for training deep convolutional networks on 

partially labelled data. It is hypothesized that the 

components of the auxiliary detector capture essential 

human characteristics that are useful for constructing a 

scene-adapted detector. Dominguez-Sanchez et al. [27] 

proposed a CNN-based technique that leverages current 

pedestrian detection techniques, which are used as an input 

for the proposed modified versions of various state-of-the-

art CNN networks, such as AlexNet, GoogleNet, and 

ResNet. The detection methods based on deep learning are 

better in recognition performance. In summary, the detection 

efficiency of the derivatives of these methods is basically 

the same [28], but SVM is more concise than the AdaBoost, 

and the number of parameters is less than that of CNN. 

 According to the methods mentioned above, we 

detect the moving pedestrian area by ACF features [29] and 

SVM classifier [30], and then use the non-max suppression 

(NMS) [31] to remove redundant frames. Finally, the face 

area based on the proportion of the pedestrian area is 

estimated to reduce the search range, which is regarded as 

pre-identification. The entire algorithm will be described in 

Section 3.1.4. In order to further verify the effectiveness of 

the pre-identification scheme, we compare it with the 

detection process in advanced face detection algorithms in 

terms of accuracy and time efficiency in Section 4.  

 

3.1.2 Pedestrian detection: Based on the comprehensive 

comparison of Section 3.1.1, we combine ACF and SVM to 

detect moving objects. Firstly, the ACF features are 

extracted and classified by SVM. Secondly, non-max 

suppression (NMS) is used to improve the algorithm by 

getting multiple overlapped borders (bounding box) and 

reducing them to only one border.  

ACF is one of the most advanced feature extraction 

algorithms [29]. The ACF features are robust by 

superimposing the LUV color, the gradient amplitude and 

the gradient direction features. SVM can be applied to 

solving other problems, but in this section it is mainly used 

based on the core idea introduced in [30]. The NMS method 

is mainly used to eliminate redundant frames through 
searching for local maxima and suppress non maxima 

elements through getting rid of the redundant box based on 

the classifier score for each candidate [31].  
 
 

3.1.3 Pre-identification mechanism: The human face area 

is estimated according to the proportion of the pedestrian 

area to reduce the search range, which is regarded as pre-

identification. With the moving of the pedestrians, a face-

region selector is used to correct face candidate regions, 

which is described as follows. The whole process of face 

pre-identification before face detection in each image frame 

is shown in Fig. 1. Our face detection algorithm based on 

pre-identification is described totally in Algorithm 1. 

 

Algorithm 1  Face detection  

Input: Image or video 

1: Use Depth-2 decision tree as the weak classifier and 

soft-cascade structure to extract feature z . 

2: The training samples are located on both sides of 

the hyperplane. 

3: if ( z is linear separable) 

4:  A total ( ) ( ) ( ) ...y,x,y,x,y,xT 332211=  

samples, the hyperplane is 0bxw =+ , the 

geometric distance from the sample point to the 

hyperplane is: 
( ) ( )( )

w

bxwy

w

xyy i
T

iii +
=

 
; 

5: else 

 6:    Look for a point on the horizontal axis and 

calculate the function value of this point. It is 

a time curve we know, and its function 

expression can be written as: 

( ) 2
210 xcxccxg ++= .  

7: Let vector y  and a  be as the follows:

    T210
T

321 c,c,ca,a,aa ==

   T2T
321 xx,1,y,y,yy == then we have: 

( ) ayxg =
. 

 8: Left-most candidate boxes of the input sequence 

stand for the candidate boxes. 

9: if (    1jIjI + and    1jIjI − ) 

10:       ( )i aximumAtM ; 

11: else i is not an local maximum 
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12: Divide the whole image into qp regions, where 

each region corresponds to a selector θ : Where H  is 

the height of the pedestrian and h  is the height of the 

human face; 

13: Get the upper-left corner of the pedestrian area   

and the lower-right corner   through the target 

detection and tracking algorithms; 

14: Calculate the center of each target in the region ijα ; 

15: Estimate human face regions by the following two 

formulas: The upper-left corner of the area which may 

contain human faces is: ( )1y,1x 11 ++ ; The lower-right 

corner of the area which may contain human faces is: 

( ) ( )( )1yyθy,1x 12ij12 −−+−  

 

3.2. Proposed Multi-scale classification 
 

Before recognizing the face, we pre-process face 

images to improve the image quality by eliminating the 

irrelevant information in the image so as to enhance the 

detection ability. Pre-process includes geometric 

transformation (rotate and translate the image) and 

normalization (clip the image), histogram equalization 

(improve brightness and contrast), smoothing (reduce noise). 

After that, we propose a new deep learning network 

MMSCN for real-time face recognition which combines 

multi-scale feature maps and multi-channel shallow 

convolution network. 

 Different from static images, it is not easy to 

determine how pedestrians move in the target area in video 

sequences. Since face images may have substantial changes, 

normalization should be considered. Here, images of small 

sizes are enlarged, and the resolution is reduced which could 

lead to wrong recognition results. In order to solve the above 

problems, we propose the MMSCN, as shown in Fig. 2. It 

consists of two network branches. The feature maps are 

down-sampled and central-clipped, respectively. Then, these 

two kinds of processed feature maps are trained separately 

by two network branches, and the features extracted from 

these two network branches are finally connected and used 

for classification. 

 

 
 

Fig. 2.  Our proposed MMSCN 

 

Network: Fig. 2 shows the MMSCN. In order to better 

recognize the face at different scales, inspired by [32], we 

combine down sampling and central cutting. Down 

sampling can reduce the resolution of the feature map and 

prepare for recognizing small-scale images with low 

resolution. The resolution of the original feature map is 

maintained after central cutting, but the scale has also been 

declined. To reduce the computational complexity, the patch 

is cut out from the feature map instead of the original image. 

At the same time, the network structure is made into a dual 

channel mode in order to simplify the parameter setting. 

 

Multi-scale processing: Here, the feature maps are processed 

in multiple scales. Firstly, the original image is used to 

search out the candidate window of face. Secondly, the 

entire image to be identified is entered to CNN, feature 

maps are obtained, and then pooled by different methods, 

i.e., down sampling and central cutting. The idea of multi-

scale processing is to split the original feature map of 64*64 

into two 32*32 sub-maps. The first sub-map is directly 

obtained through down sampling of the original feature map. 

The second sub-map is obtained by using central cutting to 

cut out a 32*32 sub-map in the center of the origin feature 

map, which is shown as the light blue area in Fig. 2. 

Source domain and Target domain: ( ) XP,xD = , D

represents the domain, x represents the feature space, and

xx,...x,xX n21 = . ( )xP  represents the marginal 

probability distribution, and ix  is the binary feature of the i

-th pixel block . 

 

Learning tasks: A task T can be made up of a tag space Y

and an objective function ( )Tf . The objective function can 

be expressed as a form of conditional probability 

distribution ( )xYP . For two categories, it is either true or 

false.  

 
Learning goals: The source domain sD  is integrated with 

the features of different-scale images. The target domain tD  

mainly contains small-scale pictures. The purpose is to 

improve the classification result of the objective function

( )Tf  in tD . 

4. Experimental and Numerical Simulations 

The experimental environment used in the 

experiments is: Intel Celeron i5-2400 @3.10GHz CPU, 4GB 

internal storage, Windows 7 32bit operating system, Axis 

215 PTZ network camera, 30 frames per second as the frame 

rate for network cameras.  

Since our algorithm is based on pedestrian 

detection, to demonstrate the superiority of our algorithm, 

the training samples of the database must contain both the 

whole body and the face of the pedestrians. Due to the lack 

of such a dataset, we collected a dataset containing 5 

different subjects. For each subject, 900 frames are sampled. 

Besides, we made a standard dataset by fusing the data from 

the processed LFW dataset [33] and the processed PIE 

dataset [33] together since they are similar in type to some 

extent. In the processed LFW dataset, there are more than 

13,000 pictures in total, containing 5,765 different identities.  
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The PIE dataset contains 750,000 face images from 337 

different identities with different attitudes, expressions and 

illumination changes. In order to better reflect the 

superiority of the proposed algorithm on multi-scale face 

recognition, the images in the test set of the standard dataset 

are sampled to 2828 . Then, the images at this scale will 

be normalized to the input size before being tested by the 

model. Padding after down-sampling greatly reduces the 

resolution of the original map, and thus can be used to verify 

whether low-resolution data can be accurately detected. 

 

4.1. Face detection efficiency with pre-
identification 

 
With the moving of pedestrians, the detection 

method uses human face region selector to correct face 

candidate regions, as described in section 3.1. The 

correction operator obtains faces regions through the 

segmented regions, and dynamically adjusts the detection 

window in real-time to ensure the detection effect. Fig. 3 

shows the candidate face regions obtained by the correction 

operator at different moments on the self-collected dataset. 

As we can see, no matter what it is, e.g., a side face, far-

distance face, near-distance face or face with partial-body 

unseen, the pre-identification method could detect the face 

accurately. 

 

  
 
Fig. 3.  Candidate face regions obtained in different 

moments 

To demonstrate the superiority of pre-identification, 

we compare the detection results with two of the most 

advanced face detection algorithms, which are MTCNN [6] 

and Viola-Jones [4] by qualitative and quantitative analysis. 

In particular, because the standard dataset does not contain 

the whole body of pedestrians, we implement qualitative 

analysis only on our newly collected dataset. 

 

 
 

Fig. 4.  Qualitative analysis 

 

In Fig. 4, it can be seen that both MTCNN and 

Viola-Jones cannot filter out the background when the face 

is fairly small, which may lead to misjudge. On the contrary, 

the algorithm proposed in this paper can solve this problem 

very well. The results of the quantitative analysis are shown 

in Fig. 5 and Table 1. Because of the lack of a standard face 

detection dataset that contains the whole body, we use the 

ROC curve and fps as criteria to evaluate the algorithms 

based on the self-collected dataset (Video frame rate is 30 

fps). Fig. 5 shows the ROC curves of the proposed detection 

algorithm and the advanced detection algorithms on the self-

collected dataset. It can be seen that pre-identification 

achieves better performance. 

 

 
Fig. 5.  ROC curves of the proposed detection algorithm 

and the advanced detection algorithms on the self-collected 

dataset. 

 

Table 1 Comparison of time consumption  

Face detection algorithm Frame rate (fps)  

V-J  27.509 

MTCNN 26.748 

Pre-identification scheme 29.779 
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4.2. Recognition effect of MMSCN 
 

In order to verify the effectiveness of the MMSCN, 

we conduct qualitative and quantitative comparisons with 

some of the state-of-the-arts face recognition methods on 

processed LFW dataset [33] and processed PIE dataset [33]. 

The training set accounted for seventy percent, and the 

testing set was thirty percent. In order to better reflect the 

superiority of the proposed algorithm on multi-scale face 

recognition, the images in the testing set of the standard 

dataset are sampled to 2828 . Moreover, the image at this 

scale will be normalized to the input size before being tested 

in the models. This greatly reduces the resolution of the 

original map. Fig. 6 shows the comparison results on the 

original testing set and the small-scale testing set. 

    
 

Fig. 6.  Average ROC curves of recognition algorithms on 

the standard dataset. 

 
As we can see from Fig. 6, although FaceNet 

obtains better classification performance on the original 

testing set, the MMSCN performs better on the small-scale 

testing set. The greater the area of the area under curve 

(AUC) is, the better the performance of the algorithm. Fig. 6 

proves that our algorithm has higher recognition rate on 

small-scale images. 

 
4.3. Overall recognition effect 

In order to test the robustness of the whole 

algorithm, we compare the recognition results of the four 

state-of-the-arts face recognition methods. They are 

DeepFace [34], FaceNet [6], DeepID [35], and L-Softmax 

[36]. The results are shown in Fig. 7. It can be seen that the 

proposed method can successfully and accurately detect the 

face once it just appeared in the video. As seen from Fig. 7, 

although the FaceNet algorithm has obtained the highest 

recognition accuracy so far [6], its detection method is not 

robust enough. Moreover, its structure is relatively complex, 

which requires a large amount of computation. In summary, 

the algorithm proposed in this paper can accurately detect 

faces, and it obtains a higher recognition rate compared with 

advanced methods. Moreover, the model is simple and 

suitable for real-time face recognition systems. 

 

   
 
Fig. 7.   Qualitative results of recognition  
 

5.  Conclusion 

A real-time face recognition method based on pre-

identification and multi-scale classification is proposed in 

this paper. Firstly, we combine pedestrian detection with 

face detection, and track pedestrians as person pre-

identification. After obtaining the area of the moving 

pedestrian by ACF features and SVM, we estimate the face 

area based on the proportion of the pedestrian area to reduce 

the search range of the detector. Secondly, aimed at 

improving the face recognition performance on relatively 

small face images, we propose Multi-scale and Multi-

channel Shallow Convolution network (MMSCN) to 

recognize the face. Experimental results showed that the 

proposed face recognition method outperforms the existing 

methods in terms of effectiveness and efficiency. 

 There still exists several open studies in the above 

research. In regarding of the pre-identification method, the 

potential studies will be oriented to studying better 
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mechanisms for predicting the range of faces. Furthermore, 

the depth of the MMSCN structure could be increased. We 

have only made a preliminary study with limited 

experiments that prove the effectiveness of the strategy.  
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