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Abstract

Computational simulations of experiments on turbulent convection heat transfer of carbon dioxide at supercritical pressures in
tube of diameter 0.948 mm have been carried out using low-Reynolds number eddy viscosity turbulence models. The simulations w
reproduce the general features exhibited in the experiments, although, in some cases, the details between the simulations and the
were very different. A better understanding of the problem has been developed based on the information generated by the simulat
detailed flow and turbulence fields. It has been shown that for mini tubes such as the one used in the current study, the buoyan
generally insignificant. However, heat transfer can still be significantly impaired as a result of flow acceleration when the heating
which causes a reduction in turbulence production. Such an effect can be described in terms of the heating acceleration parametΩ1. This
parameter correlates reasonably well the data from all the cases considered in the current study.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction

Convection heat transfer in vertical channels is an imp
tant mode of heat transfer that occurs in many enginee
applications such as heat exchangers, boilers, nuclear
tors, cooling systems for electronic components, etc. Des
the relatively simple geometry involved, the problem can
extremely complex due to one or more of the following
fluences: (a) buoyancy forces resulting from non-unifo
density distribution over the cross section of the chan
(b) non-uniformity of thermal properties; and (c) accel
ation or deceleration of the flow due to the expansion
contraction of the fluid as a result of significant axial va
ations of bulk temperature under heating or cooling. T
effectiveness of heat transfer can be significantly redu
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under certain circumstances which may have significant
pact on the safety and/or economics of the operation
some industry plant. As a classical heat transfer prob
much effort has been devoted to studying this over m
decades, and still there are considerable on-going inte
in it. A detailed review of the work in this area was carri
out by Jackson et al. [1]. Examples of more recent stu
include Mikielewicz et al. [2], Celata et al. [3], Behzadme
et al. [4], Bae et al. [5] and Baek and Park [6].

The phenomenon can be further complicated when
working fluid operates at a supercritical pressure. Un
such a condition, there will be no phase changes with the
crease of temperature. However, thermal properties can
vary dramatically with a small change in temperature o
certain temperature range. The temperature, at which
variations are most dramatic, is called the pseudo-crit
temperature. This is demonstrated in Fig. 1, where the va
tions of a number of thermal properties of CO2 with temper-

ature around the pseudo-critical temperature at 9.5 MPa are



522 S. He et al. / International Journal of Thermal Sciences 44 (2005) 521–530

.

Nomenclature

A cross section area of a pipe . . . . . . . . . . . . . . . m2

Bo* buoyancy parameter,= Gr∗/(Re3.425Pr0.8)

cp specific heat capacity . . . . . . . . . . . . J·kg−1·K−1

D pipe diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . m
Gr∗ Grashof number,= βgD4q ′′

w/(λν2)

h heat transfer coefficient,
qw/(Tw − Tb) . . . . . . . . . . . . . . . . . W·m−2·K−1

k turbulent kinetic energy . . . . . . . . . . . . . . m2·s−2

ṁ mass flow rate . . . . . . . . . . . . . . . . . . . . . . . kg·s−1

Nu Nusselt number,= hD/λ

Nu0 Nusselt number for constant property
forced convection

Pr Prandtl number,= µcp/λ

q ′′
w convective heat flux from the wall . . . . . W·m−2

r radial coordinate . . . . . . . . . . . . . . . . . . . . . . . . . m
Re Reynolds number,= UbD/ν

T temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . .◦C
Ub bulk velocity . . . . . . . . . . . . . . . . . . . . . . . . . m·s−1

U, V velocity components inx-, r-directions . m·s−1

x axial distance from start of heating . . . . . . . . . m
y normal distance from inner wall . . . . . . . . . . . m
y+ non-dimensional distance from pipe

wall, y(τw/ρ)1/2/ν

Greek letters

β volume expansion coefficient . . . . . . . . . . . . K−1

ε rate of dissipation ofk . . . . . . . . . . . . . . . m2·s−3

λ thermal conductivity . . . . . . . . . . . . W·m−1·K−1

µ molecular viscosity . . . . . . . . . . . . . . kg·m−1·s−1

µt turbulent viscosity . . . . . . . . . . . . . . . kg·m−1·s−1

ν kinematic viscosity,= µ/ρ . . . . . . . . . . . m2·s−1

ρ density of fluid. . . . . . . . . . . . . . . . . . . . . . kg·m−3

Ω1,Ω2 heating acceleration parameters . . . . . . . . . . . . . .

Subscripts

0 inlet; forced convection
b bulk
w wall
pc pseudo-critical
acity
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Fig. 1. Properties of CO2 at 9.5 MPa.

shown. It can be seen clearly that the specific heat cap
can be doubled with a few degrees change in tempera
Other properties such as the thermal conductivity, visco
and density, reduce significantly with the increase of tem
ature.

Research on heat transfer to fluids at supercritical p
sures has been very active during the sixties driven by
introduction of conventional power plants working at sup
critical pressure in order to improve the efficiency of the
plants. Relatively fewer studies have been conducted s

then. Recently, there has been a renewed interest in the topi
.

driven by the active consideration of using fluids at superc
ical pressure in a number of new applications, such as: w
processing, innovative air-conditioning systems, space
cooling and the development of water-cooled nuclear re
tors.

There has been an increasing interest recently in s
ies of heat transfer to fluids at supercritical pressure
mini/micro channels in connection with the developmen
innovative mini or compact gas coolers and internal heat
changers for CO2 high pressure trans-critical compressi
cycles in air-conditioners and heat pumps. CO2, as an envi-
ronmentally benign refrigerant, has been actively conside
in a number of systems to substitute the environmental
friendly refrigerants such as R12, R134a, etc. Example
studies in this area include Jiang et al. [7] and Liao a
Zhao [8].

A research program on turbulent convection heat tran
to CO2 at supercritical pressure in vertical tubes of vario
diameters is being conducted aiming at developing a
ter understanding of the problem, which consists of a se
of experimental, analytical and computational studies.
experimental study has been reported previously in J
et al. [9]. The current paper deals with the computatio
study. The aim of the computational study is twofold: (a)
evaluate the ability of turbulence models in simulating h
transfer to supercritical fluids in mini tubes, and (b) to
sist with the understanding of the experimentally obser
phenomena by providing detailed information on the fl
and turbulence fields. The current study is one of the
computational studies which consider cases where the

ctemperature varies from below the pseudo-critical tempera-
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the sharp variation of properties to be properly resolved.

2. Numerical modelling

The computational study has been conducted using
‘in-house’ CFD code named SWIRL. It solves the transp
equations for both the mean flow and turbulence in a cy
drical coordinator system using a widely used finite volu
scheme (Patankar [10]). The flow is considered to be
symmetric, and the Reynolds averaged equations for su
flow written in cylindrical coordinates are:

Continuity:

1

r

{
∂

∂x
(ρrU) + ∂

∂r
(ρrV )

}
= 0 (1)

U-momentum:

1

r

{
∂

∂x

(
ρrU2) + ∂

∂r
(ρrV U)

}

= −∂p

∂x
+ ρg + 1

r

{
2

∂

∂x

[
rµe

(
∂U

∂x

)]

+ ∂

∂r

[
rµe

(
∂U

∂r
+ ∂V

∂x

)]}
(2)

V-momentum:

1

r

{
∂

∂x
(ρrUV ) + ∂

∂r

(
ρrV 2)}

= −∂p

∂r
+ 1

r

{
∂

∂x

[
rµe

(
∂V

∂x
+ ∂U

∂r

)]

+ 2
∂

∂r

[
rµe

(
∂V

∂r

)]}
− 2

µeV

r2
(3)

in which µe is the effective viscosity defined byµe = µ +
µT in which µT is the turbulent viscosity andρ is the den-
sity.

The energy equation for the case where there are v
tions of properties with temperature is:

Energy equation:

1

r

{
∂

∂x
(ρCprUT ) + ∂

∂r
(ρCprV T )

}

= 1

r

{
∂

∂x

[
rCp

(
µ

Pr
+ µt

σT

)
∂T

∂x

]

+ ∂

∂r

[
rCp

(
µ

Pr
+ µt

σT

)
∂T

∂r

]}
(4)

in whichPr is the molecular Prandtl number andσT the tur-
bulent Prandtl number.

As far as the modelling of turbulent diffusion is co
cerned, since the flow in question can be strongly disto
in comparison with ‘conventional’ wall shear flows due
influences of buoyancy and non-uniformity of fluid prop

ties, the use of the standardk–ε turbulence model coupled
with a simple wall function (the latter is used in the regi
near the wall) is not appropriate. Low–Reynolds num
(LRN) turbulence models, which extend the standard mo
by including the modelling of the effects of the wall a
the molecular diffusion, can be used in the wall region
well as the core, and are therefore potentially more suita
A number of LRN k–ε models have been used in a p
liminary study of the current investigation. These includ
those due to Launder and Sharma (LS) [11], Chien (C
[12], Lam and Bremhorst (LB) [13] and Abe, Kondoh a
Nagano (AKN) [14]. All these models were able to rep
duce the general trend. Yet models due to Launder–Sha
and Chien appeared to perform marginally better than ot
in the tests conducted. Taking into account the fact that th
two models also performed better in an earlier study on c
vection heat transfer to supercritical fluids in normal siz
tubes (He et al. [15]), the main study was carried out us
the LS and CH models. The overall performance of the
models was similar, and the discussion will be mainly ba
on the simulations using the LS model.

The constitutive and transport equations of the LSk–ε

model [11] can be written as:

Constitutive equation:

µt = Cµfµρk2/ε (5)

k-transport equation:[
∂(ρUk)

∂x
+ 1

r

∂(rρV k)

∂r

]

= ∂

∂x

[(
µ + µt

σk

)
∂k

∂x

]
+ 1

r

∂

∂r

[
r

(
µ + µt

σk

)
∂k

∂r

]

+ Pk + Gk − ρ(ε̃ + D) (6)

in which

Pk = µt

[
2

{(
∂U

∂x

)2

+
(

∂V

∂r

)2

+
(

V

r

)2}

+
(

∂U

∂r
+ ∂V

∂x

)2]
(7)

(shear production)

Gk = −ρ′u′gx

= −βµt

C1t

(
k

ε

)(
∂U

∂r
+ ∂V

∂x

)(
∂T

∂r

)
gx (8)

(gravitational production)

ε̃-transport equation:[
∂(ρUε̃)

∂x
+ 1

r

∂(rρV ε̃)

∂r

]

= ∂

∂x

[(
µ + µt

σε

)
∂ε̃

∂x

]
+ 1

r

∂

∂r

[
r

(
µ + µt

σε

)
∂ε̃

∂r

]

+ Cε1
ε̃

k
(Pk + Gk) − Cε2f2

ρε̃2

k
+ ρE (9)
and the model constants and damping functions are:
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Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92

C1t = 3.2, σk = 1.0, σε = 1.3, σT = 0.9

fµ = exp

[ −3.4

(1+ Ret /50)2

]
, f2 = 1− 0.3 exp

(−Re2t
)

D = 2ν

[(
∂
√

k

∂x

)2

+
(

∂
√

k

∂r

)2]
and

E = 2ννt

[(
∂2U

∂x2

)2

+
(

∂2U

∂r2

)2

+ 2

(
∂2U

∂x∂r

)2

+
(

∂2V

∂x2

)2

+
(

∂2V

∂r2

)2

+ 2

(
∂2V

∂x∂r

)2]
,

whereνt = µt/ρ, Ret = k2

νε̃
andε̃ = ε − D.

The complete computational domain, which covered
whole heated length of the test section and over 20 diam
length of the pre-heated section and ranged from the ce
of the tube to the inner wall, was discretized into a mesh
grids, typically, 92× 62 (axial× radial). The mesh was re
fined in the radial direction towards the tube wall. The m
was adjusted in each individual run to ensure that the n
wall flow features were properly resolved. They+ value at
the first node of the mesh was always less than 0.5. The m
was also refined in the axial direction towards the reg
where the heating commenced.

The staggered grid arrangement was used to define
variables. The scalar parameters were defined at the
points and the velocity components were defined on
control volume surfaces. The QUICK scheme was used
approximating the convection terms in the momentum eq
tions. This ensured relatively good accuracy. The UPWI
scheme was used for other transport equations for reaso
numerical stability. The SIMPLE scheme was used for c
pling the pressure and the velocity fields. The resulting fi

point coefficient matrix system was solved iteratively using

duced from Jiang et al. [9].)
f

the line-by-line TDMA algorithm: at any time, variables
a particular line were solved simultaneously; variables at
neighbouring lines were assumed to be known and va
from the previous iteration were used.

The NIST Standard Reference Database 23 (REFPR
Version 7 was used for calculating the temperature (and p
sure) dependent properties of carbon dioxide. To do this
relevant FORTRAN subroutines supplied with the Datab
were incorporated in the CFD code SWIRL.

The CFD code employed has been previously used
validated in a number of studies (He et al. [15,16]). T
uncertainty of the numerical methods used was assess
this study in terms of the mesh dependency and converg
criteria. The size of the radial mesh was considered to be
sential and the number of radial mesh was doubled to
in a test. The difference between the maximum wall tem
ature (Tw max) in this and the standard run (a mesh of 6
was about 0.5% of the range of fluid temperature. The
criterion for iteration was based on averaged relative res
als of the transport equations and a value of 0.5× 10−6 was
used. Reducing this value by a magnitude caused theTw max
to change by less than 1% of the fluid temperature range

3. Computational results and comparison with
experimental data

3.1. The experiments simulated

The experiments simulated in the current study were
ried out in a vertical tube of stainless steel 1Cr18N9T
internal and external diameters of 0.948 and 1.729 mm
spectively, and a heated length of 0.055 m, see Fig. 2. P
surised CO2 was used as the working fluid which was he
at a nominal supercritical pressure of 8.5 or 9.5 MPa.

test section was directly heated by passing a low voltage al-

de
Fig. 2. Test section geometry: 1 square flange; 2 circular flange; 3 polytetrafluoroethylene spacer (PTFE); 4, 5 connecting fittings; 6 copper electro. (Repro-
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Table 1
Experimental conditions of tests simulated

Test ID m [kg·h−1] T0 [◦C] P0 [MPa] Re0 Bo∗
0 q ′′

w [W·m−2] Ω1 Ω2

P01LS 1.48 32.7 9.59 9237 9.36E–08 31534 1.13E–03 1.12E
P02LS 1.53 37.8 9.54 11639 7.9E–08 31194 1.34E–03 1.05E
P03LS 1.49 39.6 9.5 12629 7.96E–08 30722 1.47E–03 1.06E
P04LS 1.37 51 9.43 20864 2.08E–08 29400 1.48E–03 6.81E
P11LS 1.69 32.8 9.52 10641 1.36E–07 71843 2.52E–03 1.99E
P12LS 1.6 36.1 9.42 11474 1.61E–07 71703 3.07E–03 2.2E–
P13LS 1.63 40.9 9.57 14765 1.24E–07 70242 3.26E–03 1.83E
P14LS 1.65 48.3 9.49 23417 3.67E–08 70005 2.95E–03 1.14E
P21LS 1.48 32.7 9.59 9237 9.36E–08 31534 1.13E–03 1.12E
P22LS 1.71 32.7 9.49 10761 7.19E–08 39554 1.25E–03 1.06E
P23LS 2.93 33.4 9.47 18888 1.31E–08 45561 8.37E–04 4.15E
P24LS 3.45 31.7 9.55 20972 6.21E–09 37744 5.31E–04 2.42E
P25LS 4.17 31 9.56 24837 3.4E–09 39558 4.46E–04 1.73E
P41LS 4.06 33.4 8.57 29255 3.75E–09 37700 5.87E–04 1.92E
P42LS 4.03 33.4 8.47 29585 6.86E–09 66583 1.12E–03 3.49E
P43LS 4.08 33.3 8.51 29558 9.92E–09 100770 1.70E–03 5.12E
P44LS 4.08 33.3 8.51 29558 1.97E–08 200000 3.74E–03 1.01E
P45LS 4.06 33.4 8.57 29255 9.96E–10 10000 1.49E–04 5.04E
P51LS 1.51 33.5 8.46 11173 1.16E–07 38993 1.85E–03 1.46E
P52LS 1.52 35 8.46 12537 1.1E–07 38692 1.97E–03 1.39E
P53LS 1.5 38.4 8.47 19379 4.67E–08 36287 1.97E–03 9.32E
P54LS 1.49 44 8.48 24138 1.74E–08 37079 1.78E–03 7.05E
Note:Ω1 & Ω2 were evaluated atx/D = 50, to be consistent with data presented in Figs. 5–8.
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la-
ternating current electricity through it. The measureme
included the wall temperatures, inlet and outlet fluid te
peratures, the inlet pressure and pressure drop across th
section, the flow rate and the power input to the heated
section. In particular, the temperature at the outer wall of
test section was measured using a number of thermoco
welded on its surface. The temperature on the inner sur
was then derived using a one-dimensional numerical an
sis. The experimental uncertainties, in terms of the root m
square variations of the convective heat transfer coeffic
were estimated to be 11.3% [9]. Further information on
experimental arrangement can be found in Jiang et al.
The experimental conditions of the tests which have b
simulated in this study are shown in Table 1.

3.2. Comparison of predicted wall temperatures with
experimental measurements

Figs. 3(a)–(c) show comparisons of the wall temperatu
obtained from the simulations using the LS turbulence mo
with those measured from the experiment for cases with
ious inlet fluid temperatures. Other experimental conditio
including the mass flow rate, heat input and the pressu
the inlet, were maintained approximately the same for
various cases in each figure. A dashed line is also sh
in each figure to indicate the approximate value of pseu
critical temperature (Tpc). Strictly speakingTpc is different
in each run. The bulk temperatures (Tb) from the simulations
are also shown.

As the thermal properties of supercritical fluids va
sharply around the pseudo-critical temperature, it is cle

useful to classify the tests with respect to if the temperature
st

s

t

of the fluid in a test goes through the pseudo-critical tem
ature (Tpc) or not. For the convenience of discussion, we w
regard a convection heat transfer to supercritical fluid tes
a regime I case, if the bulk and the wall temperatures ar
belowTpc; regime II case if all are aboveTpc; or regime III
case if the bulk temperature is belowTpc but the wall tem-
perature is above it.

Two regime III, one regime I and one regime II test ca
are shown in Fig. 3(a). For this series of tests, the pres
was kept at a nominal value of 9.5 Mpa and imposed h
flux was relatively low, at∼30 kW·m−2. It can be seen
from the figure that the wall temperatures obtained fr
the simulations are all very close to the measurements.
is particularly true for the two regime III cases. The h
flux was increased to∼70 kW·m−2 in the tests shown in
Fig. 3(b). Two of the cases can be classified as regime
and two regime IIIs. Again the simulation results are fai
close to the measurements apart from in the case of run
(a regime III case), where the predicted wall temperature
the modelling is significantly higher than the experimen
data.

For cases shown in Fig. 3(c) the heat flux (∼37 kW·m−2)
was comparable to that of the cases shown in Fig. 3(a)
the pressure was reduced to around 8.5 MPa. As a re
the variation of thermal properties around the pseudo-cri
temperature was stronger. It is interesting to note that
simulations for the two regime III cases are fairly close
the experiments. The predictions of the wall temperature
the two regime II cases are, on the other hand, significa
lower than the measurements.

Fig. 3(d) shows wall temperatures predicted by simu

tions using LS model for cases of various mass flow rates.
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(a) (b)

(c) (d)

Fig. 3. Axial variations of wall and bulk temperatures. (a) Series 01 (nominal conditions:ṁ = 1.5 kg·h−1, P0 = 9.5 Mpa, q ′′
w = 30 kW·m−2); (b) Se-

ries 10 (nominal conditions:̇m = 1.6 kg·h−1, P0 = 9.5 Mpa, q ′′
w = 70 kW·m−2); (c) Series 50 (nominal conditions:̇m = 1.5 kg·h−1, P0 = 8.5 Mpa,
q ′′
w = 37 kW·m−2); (d) Series 20 (nominal conditions:T0 = 32◦C, P0 = 9.5 Mpa,q ′′

w = 40 kW·m−2).
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inlet and the heat flux were kept fairly similar. The pred
tions agree extremely well with experiments in cases
and P25. For other cases, some discrepancies betwee
predictions and the experimental data are shown, altho
none is significant.

Herwig and Hausner [17] showed that for a laminar fl
in a minichannel, conduction through the tube wall may c
tribute significantly to the so-called ‘micro-effect’. A calc
lation including the conduction in the tube wall was done
evaluate such an effect. The effect on wall temperature
found to be reasonably small for the current turbulent fl
cases in regions away from the first five diameters do

stream of the starting point of heating.
e

3.3. Comparison of predicted heat transfer coefficients w
those obtained from measurements

Fig. 4 shows comparisons of the heat transfer coeffici
calculated from the simulations using the LS model w
those measured from the experiments for the cases c
sponding to these shown in Fig. 3(a). The general tren
the effect of varying the inlet temperature on the heat tran
coefficient (htc) shown in the experimental data has bee
produced by the simulations. But the discrepancies betw
the predictions and the measurements appear to be g
ally larger in the case of htc than in wall temperature. So
of these are due to the differences between the measure

the predicted bulk temperature, which could be quite large in
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Fig. 4. Heat transfer coefficient variations in series 01 (nominal conditi
ṁ = 1.5 kg·h−1, P0 = 9.5 Mpa,q ′′

w = 30 kW·m−2).

cases when the local variation of properties was very sh
A major source for such inconsistencies was found to s
from the differences between the thermal property data u
in the modelling (NIST REFPROP version 7) and expe
mental studies (NIST REFPROP version 6).

4. Discussion

4.1. Effect of buoyancy

The buoyancy parameter,Bo∗ = Gr∗/(Re3.425Pr0.8), in-
troduced by Jackson and Hall [18] can be used to estim
the influences of buoyancy on heat transfer. The valu
this buoyancy parameter has been calculated for each
case and is shown in Table 1 together with other parame
The criterion for the buoyancy effect to be significant h
been suggested to be greater than∼5.6×10−7 (Mikielewicz
et al. [2]). Clearly for all the experiments considered in
current study, the buoyancy parameter is far below this c
rion. Care should however be taken when such an appr
is used in situations involving supercritical fluids since
buoyancy parameter is normally estimated using the t
mal properties based on the bulk temperature. But nea
Tpc, thermal properties may vary sharply and the buoya
parameter based on the bulk temperature may not be
representative in some extreme situations.

In order to investigate the effect of buoyancy, sensitiv
studies have been carried out for a number of cases. Sim
tions with the buoyancy term removed have been condu
together with normal runs (with the usual buoyancy term
It has been found that for all cases tested the buoyanc
fects were insignificant. Therefore it can be concluded
for mini tubes such as the one used in the current study
buoyancy effect is normally always low even when the he
ing is relatively strong. The mode of heat transfer can

considered as forced convection.
t
.

-

4.2. Effects of heat flux and flow acceleration

The review article by Jackson [19] discussed the in
ences of heat flux in forced convection heat transfer to su
critical fluids. Depending on the strength of the heating,
effectiveness of heat transfer can be enhanced or impa
as a result of the balance of two effects: the effects of
sharp variation of thermal properties and the effect of fl
acceleration due to heating. At a low heat flux conditi
heat transfer has been found to be enhanced. With th
crease of heat flux, the enhancement will reduce until a s
where heat transfer is impaired. The explanation offere
Jackson [19] is briefly outlined below with reference to
regime III case, where the bulk temperature is below theTpc
and the wall temperature above it.

It can be seen from Fig. 1 that near the pseudo-crit
temperature, due to an increase of temperature near the
the viscosity and thermal conductivity will decrease, a
the specific capacity (cp) will increase significantly. The de
crease of the thermal conductivity will cause a decreas
heat transfer. But the decrease in viscosity will cause
viscous sub-layer to become thinner and therefore an
hancement in heat transfer. The increase ofcp will also cause
a heat transfer enhancement due to an increased conve
capacity—for the same mass flow, more heat is remo
Experimental data clearly show that for a case of low h
flux, the latter two overweigh the first effect and overall, h
transfer is enhanced.

With the increase of heat flux and therefore a large b
to wall temperature difference, the high value ofcp near
Tpc is felt within a limited region and therefore its effe
reduces. Consequently, the heat transfer enhancement
duced. Consider another effect of variable property wh
is related to the density changes. With the increase of
temperature, the density decreases and, due to the incr
volume, the flow is accelerated. This causes the turbule
production to reduce and heat transfer deteriorated. W
the heat flux is low, such an effect is small. But at ve
high heat flux, turbulence may be significantly reduced
the flow may even be re-laminarised. This effect domina
cases of high heat fluxes and causes an overall heat tra
deterioration.

The effect of increasing heat flux was investigated in b
the experimental and computational studies. Fig. 5 show
local heat transfer coefficient (htc) at the sectionx/D = 50,
towards the end of the heated section, therefore free from
entrance effect. Both experimental data and computati
results are presented. The latter also include two extra
(P44 & P45), one with a higher heat flux (200 kW·m−2) and
one with a lower one (10 kW·m−2) to cover wider condi-
tions. The predictions are significantly higher than the ex
imental data. However, the trend of the variation of the
perimental data appears to be reproduced by the simulat
Initially with the increase of heat flux, the htc increases. T
is thought to be caused by the effect of the variation of th

mal properties, which is consistent with that found in normal
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Fig. 5. Heat transfer coefficient as a function of heat flux (series 40) (n
nal conditions:ṁ = 4 kg·h−1, P0 = 8.5 Mpa,T0 = 33◦C).

Fig. 6. Profiles of turbulence kinetic energy atx/D = 50 (series 40) (nomi-
nal conditions:ṁ = 4 kg·h−1, P0 = 8.5 Mpa,T0 = 33◦C).

sized tubes as explained by Jackson [19] and above. W
the heat flux is high, the htc is significantly reduced due
the flow acceleration, again consistent with earlier obse
tions.

The profiles of turbulence kinetic energy (k) at section
x/D = 50 are shown in Fig. 6. Initially, with the increase
heat flux, thek reduces slightly. This clearly has insigni
cantly effect on heat transfer which is mostly influenced
thermal property variations. For case P44, where the
flux is very strong (200 kW·m−2), however,k is significantly
reduced, which is clearly responsible for the reduction of
shown in Fig. 5 above.

In order to investigate the effect of the variation of
individual property with temperature, sensitivity runs we
carried out, where one or more properties were kept c
stant while others were allowed to vary as normal. Fig
shows results from a number of tests, based on P44, e
cially looking at the effect of the variation of density vers

these of other thermal properties. The results are shown as
-

Fig. 7. Effect of variations of fluid density (P44LS: full model; P44LSC:
= const.; P44LSVR: variableρ only, other properties= const; P44LSCR:
ρ = const & others vary normally).

the Nusselt number (Nu) normalised using that calculate
from a correlation for constant property forced convectio

Nu0 = 0.023Re0.8Pr0.4 (10)

The properties were evaluated based on the bulk temp
ture. It can be seen from the figure that theNuratio is close to
unity for the constant property calculation (P44LSC) as
pected. TheNu ratio reduces to about 0.3 for the calculati
using the full model (P44LS), indicating severe heat tra
fer deterioration. When all thermal properties were fixed
a constant except for the density which was allowed to v
with temperature as normal (P44LSVR), theNu ratio ob-
tained was very similar to that for the full model. Howev
when the density was fixed at a constant and other pro
ties were allowed to vary as normal, theNu ratio was close
to unity. These results clearly suggest that it was the v
ation of density which was principally responsible for t
reduction in heat transfer and the combined effect of
variation of other properties appear to be small in this pa
ular case. The reduction of density causes flow accelera
which results in a velocity profile impairing the turbulen
production. For example, the turbulent viscosity in the
model was only about a third of that in the constant prop
simulation in the near wall region.

4.3. Correlation of data using acceleration parameters

Non-dimensional parameters can be derived to desc
the effect of flow acceleration due to heating. Consider
velocity acceleration in a flow of a mass flow rateṁ, heated
by a heat fluxq ′′

w. The acceleration can be represented
dUb/dx. That is,

dUb

dx
= d(ṁ/ρA)

dx
(11)

Therefore
dUb ṁ

(
1 dρ

)
dT
dx
=

ρA
−

ρ dT dx
(12)
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Considering the energy balance in a short section dx of the
pipe, we have

dT

dx
= q ′′

wπD

ṁCp

(13)

Combining Eqs. (12) and (13), and also considering
− 1

ρ
dρ
dT

is the volume expansion coefficient represented
β yields:

dUb

dx
= 4βq ′′

w

ρCpD
(14)

Two types of parameters can be considered to be use
normalise the acceleration: a parameter based on the
er’ scale,Ub/D or one based on the ‘inner’ scale,ν/U2

b . It
follows, when the outer scaleUb/D is used,

Ω1 = dUb

dx

D

Ub

= 4βq ′′
w

ρCpUb

(15)

Or, when the inner scaleν/U2
b is used,

Ω2 = dUb

dx

ν

U2
b

= 4βq ′′
wν

ρCpDU2
b

(16)

The above parameters will be referred to as heating acc
ation parametersΩ1 andΩ2 respectively hereafter. They a
related to each other through:

Ω2 = 4βq ′′
wν

ρCpDU2
b

= 4βq ′′
w

ρCpUb

ν

DUb

= Ω1

Re
(17)

TheΩ1 is simply 4 times the non-dimensional heat rateq+
used by Bankston and McEligot [20] and Mikielewicz
al. [2], which was obtained from non-dimensionalizing t
governing equations and boundary conditions in pipe fl
with an imposed heat flux distribution. TheΩ2 is actually in
the exact form asKν used by Kline et al. [21] for describin
effect of flow acceleration in external boundary layers, wh
the free stream velocity inKν is replaced with the bulk ve
locity. The reader is referred to McEligot et al. [22] for mo
discussion.

Fig. 8 shows the ratios of the Nusselt number predicte
the modelling over that calculated using the correlation
constant property forced convection (Eq. (10)) as a func
of the heating acceleration parameterΩ1 and Ω2 respec-
tively for all the cases considered in this study. It is clear t
there is a well defined trend in Fig. 8(a) but not in Fig. 8(
which suggests thatΩ1 is a suitable parameter which can
used to correlate the data from the current study. The lev
heat transfer impairment increases with the increase ofΩ1.
As discussed above in relation to Fig. 7, this is believed
be principally caused by flow acceleration due to heating

The above results are not completely consistent with
lier studies such as McEligot et al. [22], in which the pa
meterKν (= Ω2) was found to be the most suitable param
ter for evaluating flow accelerating effect. The accelera
effect in the current study would have been judged to be

significant using their criterion. Some of these discrepancies
-

-

(a)

(b)

Fig. 8. Nusselt number ratio as a function of a heating acceleration par
ter. (a)Nu ratio versusΩ1; (b) Nu ratioversusΩ2.

may be explained by the fact that, close toTpc, thermal prop-
erties including density vary extremely sharply, which m
not be well represented by the parameters evaluated a
bulk temperature.

5. Conclusions

The simulations using the low Reynolds numberk–ε tur-
bulence model due to Launder–Sharma has been foun
be able to reproduce the general features exhibited in th
periments on convection heat transfer to CO2 at supercritical
pressures in a vertical mini tube. However, in some cases
details of the simulation results can be very different fr
the experimental data. The modelling study provided va
able information on the detailed flow and turbulence fie

which has been used in the development of a better under-
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standing of the physical problem. It has been shown tha
mini tubes such as the one used in the current study
buoyancy effect is generally insignificant even when a
atively high heat flux is imposed. The heat transfer can
significantly impaired when the heating is strong and thi
caused by the reduced turbulence induced by the flow a
eration which is in turn caused by a high heat flux. Such
effect can be described by the heating acceleration par
ter Ω1. This parameter correlates reasonably well the d
from all the cases considered in the current study.
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